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Abstract
The digital advertising ecosystem sustains the free web and drives
global innovation, but often at the cost of user privacy through
intrusive tracking and non-compliant ads, especially harmful to
under-age users. This has led to widespread adoption of privacy
tools like adblockers and anti-trackers, which, while disrupting
ad revenues, expose users to alternate forms of tracking and fin-
gerprinting. To address this, many adblockers now allow “non-
intrusive” ads by default. In this study, we evaluate Adblock Plus’s
Acceptable Ads feature and find a 13.6% increase in problematic
ads compared to no adblocker use—challenging claims of improved
user experience. We also find that ad exchanges on allowlists are
more likely to serve problematic content, underscoring the hidden
cost privacy-aware users pay when relying on such technologies.

While prior work in the domain has been limited by their prac-
tical viability, we further propose a methodology to automate the
detection of problematic ads using LLMs with zero-shot prompt-
ing, achieving substantial agreement with human annotators (IAA
score: 0.79). This establishes the efficacy of LLMs in problematic
content detection under well-defined environments. As In-browser
LLMs emerge, adversaries may exploit problematic ad content to
fingerprint privacy-conscious ABP users. At the same time, these
advances present new opportunities for adblockers to develop ro-
bust defenses, detect malicious exchanges, and uphold both user
privacy and the sustainability of the ad-supported web.
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1 Introduction
The digital advertising industry was valued at USD 740.3 billion in
2024 and is expected to surpass one trillion US Dollars by 2029 [22].
This revenue is a crucial source of income for tech giants who drive
major technological advancements such as artificial intelligence,
cloud computing, and search engines. It also supports free access to
common services such as reference sites and news platforms. Con-
tent creators also rely on advertising to monetize user engagement.
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Although online advertising is ubiquitous and financially benefi-
cial, it also introduces harms that erode the browsing experience.
Pervasive tracking and data collection [46, 69, 80, 94, 127, 140] raise
privacy concerns, while studies report that ads can provoke feelings
of creepiness, fear, boredom, and intrusion [148, 159]. Deceptive
formats, intrusive placements, and dense ad clutter heighten viewer
annoyance [16, 71]. To protect minors, major ad exchanges operate
strict content review pipelines [19, 24, 28], and frameworks such
as the GDPR and FTC guidelines restrict what can be shown in
specific regions [2, 13, 35]. Finally, some ads also serve as vectors
for malware, further jeopardizing user security [131, 147].

To protect themselves from these increased tracking and other
concerns, many users adopt privacy-preserving tools such as ad-
blockers and anti-trackers. Some examples include uBlock Ori-
gin [36], Adblock Plus (ABP) [17], Privacy Badger [32], Ghostery [23],
or the DNS-level utility Pi-hole [31]. Datareportal estimates that
nearly one billion people—about 40% of internet users—employed
an adblocker in 2024 [16, 21].

Paradoxically, stronger privacy measures can worsen outcomes
and raise the cost of privacy for users. Studies show that users who
reject cookie banners are subsequently subjected to more aggres-
sive tracking [57, 127], and those who decline data sharing often
encounter steep paywalls or higher fees [39, 103, 121]. Adblocker
users face additional pressures: these privacy-preserving tools re-
move ads, costing publishers roughly USD 54 billion in lost revenue
during 2024 [10]. In response, 30.5% of websites deploy anti-adblock
scripts that monitor user behavior [160].

In this study, we investigate a similar widely deployed privacy
intervention, Acceptable Ads, which comes as a default setting of
the ABP adblocker and ABP browser. With a user base of over 300
million in 2023 [11], it permits non-intrusive advertisement using
curated allowlists: exchanges and publishers pay for inclusion and
must meet the Acceptable Ads Standard. This helps to avoid blanket
ad blocking and web revenue loss, ensuring fair treatment of users.

We focus on ad content as a proxy for measuring user experience,
conducting what we believe to be the first large-scale automated
analysis of low-quality ads shown to privacy-aware adblocker users.
Our findings suggest these interventions impose a hidden cost on
privacy-aware users, exposing them to more problematic ad content
that degrades their browsing experience. Poor ad experiences often
compel users to adopt aggressive adblocking, resulting in increased
site breakages [92, 137] or to disable adblockers altogether, thus
exposing themselves to increased tracking. Further, by automating
the detection of problematic content, we demonstrate that users
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can be fingerprinted based on their ABP configuration through
ad content analysis. These findings suggest that the Acceptable
Ads standard falls short of providing a safe and seamless browsing
experience, effectively raising the cost of privacy by penalizing
privacy-aware users.

We define problematic ads as any ad that is deemed unsuitable
for its audience based on its content. We extend this definition to
include ads that have annoyingmechanisms (e.g. auto-playing video
ads) or have deceptive practices (e.g. deceptive/exaggerated claims
or fake buttons). Such ads undermine user experience, penalising
privacy-aware users for adopting privacy-enhancing technologies.

To this end, we collected ads from two vantage points—US and
Germany—each with different regional guidelines, while simulat-
ing both under-age and adult audiences. We then instrumented
browsers with and without an ABP adblocker that conditionally
filters content based on the Acceptable Ads allowlist. Our findings
reveal a significant increase of 13.6% in the number of problematic
ads shown to ABP’s users on average compared to users with no ad-
blocker installed – contradicting its claim of showing non-intrusive
and non-annoying advertisements. For US citizens and under-age
groups, the increase is much more pronounced at 17.6% and 21.8%
respectively. Using ad exchanges as mediator, our analysis reveals
that ad exchanges that do not get blocked by the allowlist seem to
contribute to this increase.

Prior works highlight the gaps [48, 159] in problematic ad con-
tent detection, citing subjectivity in content and a lack of precise
definitions. We address this by (i) introducing a detailed taxon-
omy of problematic categories, each backed by curated keyword
pools, and (ii) using that taxonomy to guide large language models.
When evaluated against human experts, OpenAI’s GPT-4o-mini
attains an inter-annotator agreement of 0.74 across all categories
and 0.79 for the simpler binary distinction between problematic
and non-problematic ads. While LLMs show promise for scalable
ad screening, they also expose how fingerprinting can profile ABP
users based on the prevalence of problematic ads.

We aim to address the following research questions in this study:
• RQ1. Do privacy-conscious ABP users face a higher risk of
exposure to problematic advertising?

• RQ2. Are specific demographic groups disproportionately
exposed to problematic ads, and who are the key drivers
behind this?

• RQ3. Can LLMs automate the detection of problematic ads,
and does this enable fingerprinting of ABP users?

While we recognize that fully resolving the complexities of prob-
lematic ad content detection remains challenging, our work repre-
sents a significant step toward making the process transparent and
viable. Our contributions are as follows:

• We find that ABP users increasingly encounter problem-
atic ads, weakening its protection and increasing the privacy
trade-off.

• We quantify the spread of problematic ads across geogra-
phies and age groups, and identify ad exchanges that con-
tribute the most towards it.

• We show that while LLMs can effectively detect problem-
atic ads, they also expose privacy-conscious users to finger-
printing risks.

Privacy Implications. Our study presents a large-scale analysis of
ad content under the Acceptable Ads program, a widely adopted
privacy feature in Adblock Plus. While intended to balance user pri-
vacy and web monetization, it inadvertently exposes privacy-aware
users to more problematic ads, degrading their experience. This
echoes a broader trend in privacy-enhancing technologies, where
users often bear hidden costs for asserting control over their data.
We take a step toward mitigating these unintended consequences
through LLM-assisted detection of problematic ads.
Code and Dataset Availability.We release the complete set of scripts
used for ad collection and evaluation, along with our annotated ad
dataset. The repository is publicly available at https://github.com
/Racro/AcceptableAds_PETS.git.

2 Background
In 2019, GlobalWebIndex reported that 47% of internet users glob-
ally employed adblockers. Among these, ABP stands out as one
of the most widely used, with over 200 million users. It primarily
operates through predefined filters, such as EasyList, while also
supporting custom filters. Users can optionally enable EasyPrivacy
to block trackers. By default, ABP incorporates an exception list
under the ‘Acceptable Ads’ initiative, which permits non-intrusive
ads to bypass existing rules, provided they comply with the Accept-
able Ads Standard (AAS). Companies generating over 10 million
additional monthly ad impressions through Acceptable Ads are
required to pay a licensing fee to participate in this initiative.

The Acceptable Ads Standard [15], maintained by the Accept-
able Ads Committee, outlines best practices to ensure ads remain
non-intrusive. It requires ads to be placed unobtrusively, clearly
distinguishable from content, and appropriately sized to minimize
distractions. Ad inclusion under this standard occurs either through
publishers registering to display ads from specific ad exchanges
or ad exchanges registering to display ads on different websites
adhering to the guidelines, with compliance assumed for the cos-
metic rules established by AAS. ABP charges a license fee to these
advertisers and publishers to maintain the allowlist. Similarly, the
Coalition for Better Ads [20], comprising major media companies
like Google and Meta, proposes guidelines to improve the online ad-
vertising experience. Their recommendations, based on consumer
research, identify disruptive formats like pop-ups, auto-playing
videos, and large sticky ads as unacceptable. While aligned with the
Acceptable Ads Standard, the CBA operates as a voluntary body
without enforcement mechanisms.

Ghostery [23] and Privacy Badger [32] are privacy-preserving
browser extensions [135] that block trackers while explicitly per-
mitting non-tracking advertisements. Although sound in principle,
this strategy is overly conservative because most ad exchanges
employ a similar family of domains for both ad delivery and track-
ing. Consequently, nearly all advertisements are blocked, making
empirical analysis of ads permitted by these extensions exceed-
ingly difficult—our crawlers encounter virtually none. In contrast,
Adblock Plus leverages its allowlist to exempt selected exchanges,
thereby permitting a limited subset of ads to reach users.

Cho et al. [71] identified three key indicators of ad avoidance in
their user study: Perceived goal impediment, Perceived ad clutter,
and Prior negative experiences, each with three sub-indicators. Goal

2

https://github.com/Racro/AcceptableAds_PETS.git
https://github.com/Racro/AcceptableAds_PETS.git


Sheep’s clothing, wolfish impact: Automated detection and evaluation of problematic ‘allowed’ advertisements Proceedings on Privacy Enhancing Technologies YYYY(X)

impediment arises when ads interfere with users’ objectives, with
sub-indicators like Search hindrance, Disruption, and Distraction.
Ad clutter refers to excessive advertising, reflected in Excessiveness,
Exclusiveness, and Irritation. Negative experiences influence atti-
tudes towards ads through Dissatisfaction, Perceived lack of utility,
and Perceived lack of incentive. While aesthetic standards like AAS
and CBA address some issues such as hindrance and excessiveness,
they fall short in reducing overall user annoyance.

Annoyance represents only one facet of advertising’s broader
impact, as numerous studies have documented the harmful effects
of ads on users [156]. These include highlighting problematic ads
on children’s websites [118, 120, 149], harmful Facebook adver-
tising [48, 49], deceptive news articles [154], parent–child con-
flicts [62], and the psychological implications of weight loss and
alcohol ads [65, 82, 130]. Although the subjective nature of ad con-
tent often complicates its evaluation, certain categories, such as
profanity, unsubstantiated health claims, and crypto scam ads, are
universally considered problematic and have been extensively stud-
ied [47, 116, 139, 143, 152]. Additionally, subjective domains like
boring, creepy, and scary ads have been explored through various
user surveys [148, 159]. These studies highlight how advertisements
often exploit cognitive biases, influencing non-rational consumer
decisions through emotional and misleading tactics. Harmful ads,
like those promoting stereotypes, health claims, or scams, can un-
dermine confidence and increase anxiety [102]. Reducing exposure
to such ads is crucial for improving the browsing experience.

2.1 Related Work
Previous efforts [48, 159] derived taxonomies of problematic display
ads from user surveys: Zeng et al. [159] examined political advertis-
ing during the 2020 U.S. elections, while Ali et al. [48] studied ads
within the Facebook platform. We advance this line of work by de-
vising a finer-grained taxonomy that merges user perceptions with
ad-exchange policies and regulatory standards. This framework
allows us to establish a tighter lower bound on the prevalence of
problematic ads and to automate their detection. We also broaden
ad collection to cover multiple regions and age-specific scenarios.

This work builds on a body of research that investigates the un-
intended consequences of privacy-enhancing technologies. Smith
et al. [145], analyzed how filterlists used by adblockers can disrupt
site functionality and cause web breakages, thereby degrading user
experience. Similarly, Demir et al. [84] observed that extensions
meant to assist with cookie consent interactions can paradoxically
increase tracking activity. Other studies underscore the fragility of
regulatory protections: Papadogiannakis et al. [127] reveals how
websites circumvent GDPR consent to continue tracking, and Liu et
al. [115] shows how CMPs are ineffective in protecting user privacy
and rather worsen it by reducing users’ anonymity sets, inadver-
tently enabling fingerprinting. Collectively, these studies highlight
a recurring theme: that users adopting privacy measures often
bear unintended costs, and current interventions are insufficient to
guarantee a secure and private web experience.

Over the past decade, researchers have mapped the rapidly ex-
panding landscape of web-tracking technologies. Large-scale mea-
surement studies reveal the breadth of third-party trackers that
follow users across sites and exchange that data with one another

[46, 69, 80, 94, 127, 140]. Two complementary strategies dominate.
Stateful tracking stores explicit identifiers in the browser—most
visibly cookies, but also HTML5 localStorage, ETag cache entries,
and similar client-side repositories [53, 70, 119]. Stateless track-
ing, in contrast, avoids local storage by constructing a unique
browser “fingerprint” from configuration cues and hardware id-
iosyncrasies [67, 88, 110, 123]. Studies show that fonts, clock-skew
patterns, GPU pipelines, audio subsystems, installed writing sys-
tems, and even active extensions can all serve as distinguishing
features [113, 114, 144]. Parallel defensive research has developed
tools to detect or disrupt both cookie-based trackers and sophisti-
cated fingerprinting schemes [104, 106, 141, 144].

Advertising has also been examined as a vehicle for user track-
ing. Several studies quantify these practices by modeling tracker
relationships with graph-based frameworks [106, 141]. Marotta et
al. [117] estimate the revenue that publisher sites derive from track-
ing and behavioral targeting, while other work investigates how
ad-network practices erode consumer privacy [50, 87].

Research attention has also turned to ad fraud. Advertisers em-
ploy cloaking tactics to slip malicious or policy-violating ads past
exchange filters. Papadogiannakis et al. [128] document “ad laun-
dering,” in which bad actors disguise illicit content within seemingly
legitimate sites. Misinformation outlets likewise mix their inven-
tory with unrelated domains to bypass brand-safety checks and
subvert transparency standards [126, 150, 151].

Researchers have also scrutinized ad-transparency standards
and how users perceive them. Kim et al. [108] examined user atti-
tudes toward advertisers after viewing targeting details provided
by transparency dashboards. Zeng et al. [158] analyzed how demo-
graphic attributes influence ad-targeting choices and bid values.
Investigations into political-ad transparency on major platforms
such as Meta and Google [85, 90, 107] reveal how these exchanges
address reports of malicious or deceptive campaigns and shed light
on their enforcement practices.

Edwards et al. [91] examined how the perceived intrusiveness of
pop-up ads leads to irritation and ad avoidance, identifying factors
such as ad congruence with user tasks and cognitive intensity at
the time of interruption. Cramer [79] found that even high-quality
native ads, when closely aligned with surrounding content, can
negatively impact perceived site credibility and quality, emphasiz-
ing the importance of distinguishing ads from editorial content.
Campbell [66] discussed the challenges native advertising poses
to consumer protection, suggesting that its seamless integration
into content may require novel regulatory approaches to prevent
deception. Braun and Eklund [61] explored how programmatic ad-
vertising platforms can inadvertently fund fake news publishers,
highlighting the need for greater transparency and responsibility
within the ad tech industry.

Prior studies have also looked into the use of taxonomies to clas-
sify content online. Nickerson et al. [125] demonstrated methods for
developing taxonomies from existing literature using deductive, in-
ductive, and intuitive approaches. Morrow et al. [122] investigated
content labeling practices in the context of social media moderation,
while Singhal et al. [142] conducted a systematic study (SoK) of
labeling practices and their enforcement. Banko et al. [54] proposed
a unified taxonomy for harmful content.
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Table 1: Table summarizing the stakeholders in the ad ecosystem, their contributions to the taxonomy, and the sources used to capture their
perspectives.

Stakeholder Contributions Sources

Ad Exchanges Provide insights into Age-based and Geographical
Regulations, Restricted topics like Health, Financial
commodities, etc. Also highlight policies around fraud
and scam content and political content

Meta [28], Google [24], OpenX [29], Taboola [34],
OutBrain [30], Pubmatic [33], Bing [19],
Amazon [18]

Regulators Highlight different publisher and advertiser
requirements around native advertising, weight loss
ads, tracking, etc.

GDPR [13], Federal Trade Commission
(FTC) [2, 35, 96]

Ad Consortiums Establishes aesthetic standards for ads around
autoplaying ads, ad dimensions etc. Lays down
bottom-line guidelines for disruptive user experience.

Acceptable Ads Standard (AAS) [40–45], Coalition
for Better Ads (CBA) [73–76], Interactive
Advertising Bureau (IAB) [26]

Industrial Studies &
Reports

Yearly reports about user perceptions of ads, popularity
of adblockers, and popular reasons for adblocking.

Hubspot [9], CAPV [68], Confiant [77, 78], Op-ed
pieces [1, 3, 4, 6, 7]

Academic Studies Academic journals in Psychology, Privacy, and Security
highlighting the intrusiveness of ad content and its
effect on user perceptions. Also covers different ways
of dark patterns prevalent in online media

Ali [48], Zeng [159], Colin [100, 101], Blase [148],
Gomez [99], Bosch [58], Weidelmark [153],
Cho [71], Brajnik [60], Gak [97], Burke [63],
Cramer [79], Braun [61], Rohrer [136] et al.

3 Why Evaluate Acceptable Ads?
Acceptable Ads is enabled by default in both Adblock Plus and
the ABP browser, which together exceed 300 million users. The
program currently includes more than 1,000 ad exchanges and
display platforms, along with over 48,000 participating publishers.
Despite ABP’s widespread adoption, the Acceptable Ads Standard
(AAS) has faced significant criticism fromusers. In a study analyzing
ABP chrome web store reviews [135], 139 out of 150 (92.7%) reviews
expressed dissatisfaction with Acceptable Ads. This dissatisfaction
stemmed not only from a general aversion to advertising but also
from dissatisfaction with the content of the ads, even when they
appeared less intrusive. User feedback highlight this sentiment, with
some stating, “Customizable, so I can allow only non-tracking ads,
and/or acceptable levels of ads, or none, or only on some websites,
as desired”. Similarly, another user remarked, “i have been suffering
with some websites that have really awful ads but i want to support
the other websites that i like, so it would be very appreciated if
they had a blacklist feature with acceptable ads on some websites”.

While the AAS aims to improve user experience through aes-
thetic guidelines, its effect on ad content quality remains uncertain.
Although aesthetics and content quality are orthogonal, with no
inherent correlation, improved aesthetics could potentially attract
higher-quality content. However, Edelman’s adverse selection the-
ory [89] suggests a counterintuitive outcome: enforcing aesthetics-
based allowlists might deter higher-quality ad networks due to
increased compliance costs or restrictions, leaving lower-quality
networks to dominate. This could degrade overall ad content despite
improvements in visual appeal. As a result, this approach risks mis-
leading users, as it permits problematic ad content despite claims of
promoting better or acceptable ads. It also makes them vulnerable,
as an adversary could now target ABP users differentially or moni-
tor problematic content in ads to fingerprint them. These concerns

prompt a critical challenge to the privacy research community: to
rigorously evaluate the effectiveness and unintended consequences
of the tools they design to safeguard user privacy.

4 Taxonomy Preparation
In this step, we draft a fine-grained taxonomy to define what consti-
tutes problematic ads. The challenge lies in establishing a definition
that aligns with the interests of all stakeholders in the ad ecosystem,
ensuring wider adoption of our results. Additionally, considerations
for using this taxonomy to automate the detection must remain
a priority throughout the process. Standards for problematic ads
are diverse and subjective. Taboola and Outbrain permit celebrity
endorsements if they avoid health-related content (e.g., “See how
Tom Hanks Is Recovering from Coronavirus”). In contrast, other ad
exchanges focus solely on the advertised product, with no specific
policies on celebrity mentions.

We adopted an inductive approach with deductive fine-tuning
to construct our taxonomy, ensuring robustness and exhaustive-
ness. The inductive process followed a grounded-theory-inspired
approach [56], involving a comprehensive review of literature on
ad content policies and prevalent bad practices in online display
advertising. We identified broader categories based on shared char-
acteristics by synthesizing and reorganizing common themes across
different sources. While some categories (e.g., clickbait or political
ads) may hold greater significance than others (e.g., inappropriate
content), all categories found were represented in the reviewed
literature and platform policies.

We examined ad policies from major platforms such as Google,
Meta, Bing, Amazon, Taboola, and others [18, 19, 24, 28, 30, 34], FTC
native advertising guidelines [2, 35], GDPR privacy regulations [13],
and independent reports from Hubspot [9] and Confiant [77, 78].
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We also reviewed op-eds and independent investigations by pub-
lications like the New York Times, Wired, and The Verge [1, 3, 6].
Furthermore, we performed an academic literature review (refer to
Table 1) to capture user perceptions and taxonomies developed in
prior research. Key insights and keywords from each source were
summarized into a document. This summary underwent several
language processing tasks: text tokenization using n-grams, stop-
word removal, TF-IDF-based keyword extraction, and named entity
recognition (NER) to identify significant entities. Using TF-IDF vec-
torization, we converted keywords into vectors and clustered them
based on cosine similarity. To visualize and refine these clusters, we
applied Principal Component Analysis (PCA), which reduced noise
and revealed clear boundaries. Keywords with high cosine similar-
ity (above 0.85) were merged into single representative terms. A
threshold of 0.85 marks the “elbow” where intra-cluster precision
plateaus—above it we consistently merge true synonyms (e.g., data
privacy/privacy protection), while lower cut-offs begin collapsing
conceptually distinct terms. Refer to Table 6 in the Appendix for
more details on the term and cluster analysis. A manual review
by two co-authors ensured contextual accuracy and helped refine
broader categories by removing redundant terms.

This step provided us with an initial taxonomy of the major
topics in the classification of ad content. In order to refine the tax-
onomy further and check if new themes originated, we performed a
deductive step where two researchers labeled an initial pool of 200
ads, randomly selected from our pool of collected ads (Section 5.1.1),
and tried to classify them as problematic/non-problematic. If prob-
lematic, we try to classify them into one or more of the categories
using the keywords identified in the previous step. If not possible,
we try to add keywords. This process was repeated until no new
themes emerged. The two researchers have an IAA Krippendorff
alpha [109] score of 0.72, which was achieved by iterative annota-
tion of ads and resolving conflicts after each phase. The taxonomy
reached a plateau after five iterations. Once the initial taxonomy
was complete, we annotated the ads using a pool of ad experts
trained on this taxonomy.

4.1 Taxonomy
Our taxonomy is designed to serve three guiding principles: 1. It
aims to address user concerns while also accommodating the
interests of advertisers and publishers. 2. The taxonomy supports
multi-label classification by draftingmutually exclusive categories,
allowing each ad to fall into multiple categories when applicable.
For instance, an ad could simultaneously belong to the categories
of "User Experience Disruption" (e.g., an SUV promotion with no
advertiser information) and "Deceptive Claims and Exaggerated
Benefits" (e.g., claiming the same car is priced under $1,000). 3.
It maximizes the analytical ability of the annotators as well as
LLMs by incorporating keywords for each category. This facilitates
clear, objective labeling and aligns with our goal of using LLMs for
automated ad classification.

The taxonomy is as follows:
1. Regulations — Ads targeting or featuring content deemed in-
appropriate for younger audiences or sensitive groups based on
geographic or product-specific restrictions. This includes subcat-
egories like Age-Based and Geographical. Examples include ads

promoting alcohol, gambling, or cosmetic surgery on platforms
accessible to minors, as well as prescription drug advertisements
in countries where such ads are prohibited. Due to the vast and
varying nature of geographical restrictions, this aspect is beyond
the scope of our study, and we focus solely on age-based regulations.
For instance, Figure 1, images 1a and 1b, depict regulatory viola-
tions involving cannabis and gambling advertisements displayed
without appropriate age disclosures.

2. Inappropriate or Offensive Content — Ads containing lan-
guage, visuals, or themes that are offensive, graphic, or disrespect-
ful toward specific individuals or communities. Such ads may use
racial stereotypes or sexually explicit content to attract attention.
An example of this is shown in Figure 1, image 2, which features
inappropriate content that could be considered sexually explicit.

3. Deceptive claims and Exaggerated Benefits — Ads mak-
ing unverified or exaggerated claims about a product or service to
mislead consumers. This category is further divided into subcate-
gories: Health Claims (e.g., promoting "miracle cures"), Financial
Claims (e.g., "get rich quick" schemes), Environmental and Ethical
Claims (e.g., misleading environmental benefits), and Other Im-
possible Claims (e.g., "best in the world"). Figure 1, images 3a and
3b, illustrate deceptive claims about health benefits and hair loss
treatments, both of which lack appropriate disclosures.

4. Dark Patterns and Manipulative Design — Ads employing
deceptive design techniques to manipulate user behavior, such as
tricking users into clicking, subscribing, or sharing information
unintentionally. Examples include ads featuring fake “X” buttons
or countdown timers to create artificial urgency. As illustrated in
Figure 1, images 4a and 4b represent such dark patterns by hiding
essential information and displaying fake buttons, respectively.

5. User Experience Disruption — Ads that degrade the brows-
ing experience by being overly intrusive, annoying, or difficult to
navigate. Examples include ads that autoplay sound or video, dis-
rupt user activity, or lack clear advertiser information. Figure 1,
image 5a, demonstrates an intrusive ad claiming to know the user’s
location, while image 5b features an ad with no clear advertiser
attribution.

6. Fraud and ScamContent—Ads promoting fraudulent schemes
or products designed to exploit users financially or otherwise. Ex-
amples involve fake investment opportunities with promises of
high returns but no financial backing or evidence. They focus on
making genuine-looking claims specifically intended to bait cus-
tomers into clicking (click fraud) or advertising counterfeit products
(scam content), only to deceive/scam them in the process. Past stud-
ies [51, 64, 83, 111, 112, 134, 138, 146] have measured scam and
fraud in different contexts but failed to develop an automated setup
for its detection, since this requires a thorough knowledge of the
past advertiser behavior as well as advanced network analysis (see
Section 9). Since our study focuses on automating problematic ad
detection using ad creatives, this category is currently beyond our
scope.

7. Political and Socially Sensitive Topics — Ads that relate to
political, social, or controversial issues, particularly during sensitive
times like elections. Such ads can polarize public opinion or manip-
ulate perceptions by using misinformation. Figure 1, images 6a and
6b, depict political propaganda designed to create sensationalism
without substantial evidence.
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Figure 1: Different problematic ads identified during the crawl, categorized into six main groups for labeling ad content. Categories include: 1a
and 1b (Regulations), 2 (Inappropriate or Offensive Content), 3a and 3b (Deceptive Claims and Exaggerated Benefits), 4a and 4b (Dark Patterns
and Manipulative Design), 5a and 5b (User Experience Disruption), and 6a and 6b (Political and Socially Sensitive Topics).

This taxonomy is rooted in the published policies and priorities
of advertisers, ad-exchanges, and users. Rather than coining new
labels, we unify the language already found in industry guidelines,
regulatory documents, and previous user studies, producing a sin-
gle, cohesive reference that appears in Table 7 (Appendix). This
consolidation removes the fragmentation that complicates com-
parative studies of harmful advertising and supplies a practical
foundation for automated analysis. By building on established ter-
minology, the framework keeps well-defined categories—Deceptive,
Political, and Manipulative ads highlighted by Zeng et al. and Ali
et al.[48, 159]—while excluding vague tags such as boring or irrele-
vant that obstruct consistent detection. It also introduces classes
emphasized in platform rules (Regulatory Violations, Fraud/Scam)
and in user-centric studies (User Experience Disruption, Inappro-
priate Content)[71, 91]. To make these otherwise subjective notions
measurable at scale, every category is anchored to an exhaustive,
transparent keyword list derived from definitions provided in the
literature. No prior work offers a keyword-driven framework of
comparable breadth, positioning our taxonomy as a substantive
methodological advancement.

While condensing diverse topics into a seven-category taxon-
omy may risk overlooking certain domains, we mitigate this by
iteratively annotating ads and refining the taxonomy until no new
categories or keywords emerge. This taxonomy reflects the interest
of the industry, advertising bureau, policymakers, and users, ac-
commodating the interests of all stakeholders in the ad ecosystem.

5 Problematic Ad Detection
Having developed the taxonomy, our next task is to collect ads and
quantify the proportion of problematic ads users encounter. Ads
are collected across four categories: Unauthenticated_US (crawls
without logging in from a vantage point in the US), Unauthenti-
cated_Germany (crawls without logging in from a vantage point in
Germany), Authenticated_US-over-18 (using a Google account with
a declared user age over 18 years), and Authenticated_US-under-18
(using a Google account with a declared user age under 18 years).
These categories were chosen to capture two primary factors influ-
encing ad content: geography and age. Germany was selected due
to its strict GDPR regulations, where higher compliance from ad
companies is anticipated. The age threshold of 18 years was chosen
because most ad exchange policies enforce stringent restrictions
for under-age audiences.

Crawling methodology: We prioritize geography and age for
two reasons. First, advertising policies and regulations, forming
the basis of our taxonomy, vary significantly by region and age
group. Second, regional filterlists shape distinct tracker landscapes
influencing the ads users receive [59]. A longitudinal study tracking
shifts in ad targeting and problematic content would be valuable,
especially for real users with curated profiles during events like
elections. However, such a study would demand significant user
participation and expert annotations, placing it beyond this work’s
scope.

Additionally, ads from all four scenarioswere collected under two
categories: without ABP (Control group) and with ABP (AccAds

6
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Figure 2: A high-level architecture illustrating the ad classification pipeline. In one half, taxonomy preparation is depicted, leveraging academic
articles and exchange policies. In parallel, web crawling is used to collect ads from various scenarios, including unauthenticated users (US and
Germany) and authenticated users (under-18 and over-18). Once the ad pool is established, expert annotators provide manual annotations,
which are then used to train an LLM model to automate the annotation process.

group). ABP includes the Acceptable Ads allowlist by default, en-
abling us to enforce cosmetic standards and allowlisted ad ex-
changes, and analyze the content of ads within this framework.
This approach represents a significant contribution of our work,
as it examines the impact of the Acceptable Ads program on ad
quality. Figure 2 illustrates our methodology. The taxonomy is de-
veloped in parallel to a web crawler designed to operate in four
distinct scenarios, creating Control and AccAds ad pools. Expert
annotators labeled these pools to establish ground truth, and we
utilized prompt engineering with a state-of-the-art LLM to evaluate
its effectiveness in automated detection.

5.1 Ad Collection
To collect ads, we utilized the DuckDuckGo tracker-radar-collector1
framework, built on the Puppeteer [12] web crawler. This frame-
work was enhanced with modifications from Moti et al.’s [118]
work, including the use of ad detector code based on EasyList2
to identify ads. Additionally, we incorporated insights from Ad-
Fisher [81] to improve the crawling framework by synchronizing
multiple crawlers, thereby minimizing temporal-based differences
in the collected ad dataset. In each of the four aforementioned sce-
narios, two separate crawlers were deployed: one for the Control
group (without ABP) and another for the AccAds group (with ABP
enabled, leveraging its Acceptable Ads allowlist). Ad screenshots,
along with network packet information, were collected from all
eight crawls and examined distinctly. The entire crawling process
was conducted in October 2024.

Acceptable Ads allowlists are integrated into the ABP adblocker,
the ABP browser, and several affiliated platforms. As our Puppeteer
based crawlers show best performance with Chrome, we conduct

1https://github.com/duckduckgo/tracker-radar-collector
2https://easylist.to/easylist/easylist.txt

ad collection using the ABP extension on that browser. However,
the impact of Acceptable Ads is expected to be consistent across
platforms, given that the allowlists and user demographics remain
unchanged.

5.1.1 Website Pools. To ensure a diverse spectrum of websites and
capture a substantial amount of acceptable ads, we curated a list of
1,500 websites. Of these, 750 were selected from ABP’s exception
rules list (or allowlist), representing publishers that participate in
the Acceptable Ads Program. The remaining 750 sites were ran-
domly chosen from the Tranco 1M top lists, with half originating
from the top 10k range and the other half from the 99k-100k range.
Duplicates were replaced with randomly selected new websites to
maintain diversity. This approach offers two key benefits. First, it
enables us to analyze the behavior of acceptable ads across both
higher- and lower-ranked websites. Second, it captures two facets
of the acceptable ads allowlisting: the first 750 websites represent
allowlisted publishers showing ads from any exchange, while the
latter 750 reflect allowlisted ad exchanges displaying ads on any
publisher.

Additionally, following the methodology used by Roongta et
al. [135], for websites with over 10 inner pages, we included three
additional inner pages in the pool. This was done because inner
pages typically host a greater number of ads compared to landing
pages. The final website pool consisted of 4,710 web pages, repre-
senting the general web, rather than focusing on misinformation
or lower-ranked sites specifically to capture problematic ads. Prior
studies [52] indicate that untrustworthy news websites account for
only 2.3% of internet traffic, with this figure dropping to 1.4% for
actively publishing sites. These statistics suggest that the general
web, which attracts the majority of user traffic, provides a more
realistic context for analyzing problematic ads.
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The website corpus exhibits substantial topical heterogeneity.
Using an open-source topic classifier3, we find that News outlets
constitute 20.8% of the sample, whereas Arts & Entertainment and
Sports account for 15.7% and 16%, respectively. At a higher level of
aggregation, the pool spans nine thematic clusters: Lifestyle &Well-
ness (11.3%), Arts & Culture (20.9%), Sports & Recreation (23.8%),
Current Affairs (22.6%), Digital Engagement (5.7%), Human Con-
nections (4.4%), Travel & Mobility (4.2%), Finance & Business (4%),
and a residual category covering Jobs & Education and other topics
(3.1%). This distribution yields a sufficiently large and diverse adver-
tisement set, enabling the random selection of approximately 1,000
ads for manual analysis; consequently, no additional websites were
incorporated for the present study. Future research that pursues
category-specific analyses may expand the corpus as necessary.

5.1.2 Unauthenticated Crawls. For the unauthenticated crawls (UnAu-
thenticated_US and UnAuthenticated_Germany), we simultaneously
launched twoDocker containers, each running a Puppeteer-controlled
Chrome browser configured with/without ABP adblocker. Browser
state was purged after every crawl. Ad screenshots were collected
from the targeted websites using a fresh Chrome profile for each
site. These crawls were conducted on an AMD EPYC 7542 128-core
machine from vantage points in the USA and Germany.

5.1.3 Authenticated Crawls. The authenticated crawls required
a more nuanced approach, leveraging Google account logins as
signals for user age to ad exchanges. A manual login step was
introduced to generate authenticated profiles, saving the authen-
tication cookie within the browser profile. Prior research [55] has
used authenticated profiles for ad collection, and Google support
documentation [14] confirms that login information is used for
demographic-based ad targeting. To mitigate confounding vari-
ables, fresh virtual machines (VMs) and newly created accounts
were used to conduct crawls from the same geolocation. Addition-
ally, since many websites in the dataset utilize Google Analytics,
demographic data from Google is often shared with non-Google ad
exchanges, further influencing ad targeting.

Four Gmail accounts were created: two with a user age of 25
and two with a user age of 16. Within each age group, one account
was used for the Control setup, while the other was used for the
AccAds setup. These accounts were configured with ‘Personalisation
off ’ and ‘Do not store history’ settings to minimize the influence
of earlier crawled sites on subsequent ones. Since authenticated
crawls cannot be automated, one fresh profile every 50 crawls
per user credential is used to prevent staleness. The influence of
these random personas is minimized by shuffling and sampling ads
randomly.

Given the additional logging-in step, the runtime for authenti-
cated crawls increased. As a result, these experiments were limited
to 1,500 webpages of unique websites from the original pool, all
accessed from a US vantage point. For these crawls, we used two
AMD Ryzen 9 5950X 16-core machines with different IP addresses,
running the crawlers for each age group simultaneously. Each web-
site’s ads were collected after 180 seconds, following which the
browsers were closed, and the next crawls were initiated.

3https://github.com/yohhaan/topics_classifier

5.1.4 Data cleaning. Across all crawls, we collected over 40,000
ads, but the dynamic nature of ads often resulted in blank screen-
shots or misaligned content. To clean the dataset, we used Meta’s
Faiss library [5] to deduplicate ads within each category by gener-
ating perceptual hashes for images and grouping those with close
to 0 distance. The Google Vision API4 was then employed to de-
tect and filter out blank ads with no text, removing approximately
8,000 entries. Misaligned ads with unclear content were manually
filtered during the annotation phase. This process ensured a high-
quality dataset of 18,000 ads, free from duplicates, blank images,
and unusable content.

5.1.5 Ethical Considerations. We acknowledge that the ads we
scraped could have been shown to real users, potentially resulting
in minor revenue losses to advertisers. However, given the vast size
of the industry (valued at USD 740.3 billion) and the significance of
this study in identifying problematic ads and advancing ad content
moderation, the impact is negligible. To further minimize potential
losses, we adopted a cautious crawling methodology, limiting our
scope to 38,000 webpages across geographies and age groups, with
only three inner pages per website included in the ad pool. Also,
the expert annotators deployed were part of the same organization
and often collaborate with us on different privacy studies.

5.2 Ad Annotation
5.2.1 Recruitment and Annotator Agreement. We recruited a pool
of seven student researchers with prior experience in working with
ads to assist with the annotation task. Annotators were familiarized
with the taxonomy and trained on the definitions and nuances of
its terms. To evaluate inter-annotator agreement (IAA), we used
Krippendorff’s Alpha [109] with Jaccard distance [27], a method
well-suited for multi-label classifications.

During onboarding, all annotators were asked to annotate a pool
of 50 ads, with any discrepancies or misclassifications reviewed
and resolved collaboratively. Once the annotator pool achieved
an IAA score above 0.7, they were divided into groups of four to
ensure each ad image received four independent annotations. Given
that our ad pool included German ads, the annotator pool included
both native German and English-speaking experts to account for
language-specific nuances and ensure consistent labeling across
the dataset.

5.2.2 Manual Annotation. We randomly selected 600 ads (150 ads
from each of the four categories) within each of the Control and
Acceptable Ads groups for manual annotation. Each adwas indepen-
dently labeled by four annotators using Label-studio5. Annotators
were instructed to scrutinize obscure or lesser-known advertisers
to evaluate the legitimacy of their claims. When definitions over-
lapped, for example, between User Experience Disruption and Dark
Patterns, annotators were asked to follow the keyword list strictly.
Requiring agreement from at least two experts per ad yielded a
reliable ground-truth dataset.

The inter-annotator agreement (IAA) score among annotators
was calculated as 0.84, indicating strong agreement. For binary

4https://cloud.google.com/vision
5https://labelstud.io/guide
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Table 2: Krippendorf Alpha agreement scores for each human anno-
tated problematic label. Asterisk (*) represents substantial agreement
(>0.61), and meaningful inference can be drawn.

Label Krippendorff Alpha

Political and Socially Sensitive Topics 0.91*
Deceptive Claims and Exaggerated Benefits 0.75*
Regulations 0.91*
Inappropriate or Offensive Content 0.71*
Dark Patterns and Manipulative Design 0.81*
User Experience Disruption 0.85*
Binary Classification 0.89*
Overall Agreement 0.84*

classification—determining whether an ad is problematic or non-
problematic, regardless of specific labels—the IAA score increased
to 0.89. Additionally, we calculated IAA scores for agreement within
problematic categories, assessing the consistency of annotations
for each specific label as well as the overall label pool. As shown
in Table 2, all labels achieved an IAA score above 0.7, highlighting
strong consistency and agreement across all categories.

6 LLM-assisted Automation Analysis
Identifying problematic ad content involves subjective judgment,
as definitions are often nuanced. This highlights the challenges
of ad moderation, further complicated by the absence of scalable
automated solutions, leading to substantial leakage of problematic
ads. We address this by assigning keywords to each problematic
category, with strong inter annotator agreement supporting their
utility. We leverage modern Large Language Models (LLMs) via
prompt engineering to automate detection.

Unlike simple pattern recognition, detecting problematic con-
tent requires context aware reasoning, making LLMs better suited
than image classifiers. LLMs adapt to evolving norms through text
instructions, combine visual and textual reasoning to capture subtle
context, and provide human readable explanations. We compare
state of the art LLMs to CLIP [133], a visual language model, to
demonstrate these advantages. Recent efforts [98, 132] also explore
LLMs for content moderation; for instance, Claire et al.[155] show
GPT 4 turbo outperforming crowdworkers in classifying harmful
videos. Sekharan et al.[124] fine tuned GPT to improve clickbait
detection in ad titles, underscoring LLMs’ superior reasoning.

We use OpenAI’s multimodal GPT 4o-mini [25] for classification.
Using expert labeled ground truth, we first conduct binary classi-
fication (problematic or non problematic) followed by multi label
category identification to identify the specific categories within
the taxonomy. Iterative prompt refinement guided by model ex-
planations produced an optimized prompt (Figure 6 in Appendix).
OCR data from the Google Vision API was also supplied to assist
the model. To ensure consistency, we set temperature to 0 and in-
structed the model to explain decisions strictly using the taxonomy,
removing the need for multiple runs.

For evaluation, we computed Krippendorff’s Alpha using Jac-
card distance. GPT 4o-mini achieved an IAA of 0.74 (Table 3), a
substantial increase from 0.39 without keyword information. Bi-
nary classification alone reached 0.79, showing strong agreement
across all categories and validating our taxonomy’s effectiveness.

We use three different scenarios to argue about the efficacy of our
prompt and the taxonomy. First, we use CLIP model as a baseline, to
show that traditional CV and NLP models with limited contextual
understanding are inefficient for this task. We computed cosine sim-
ilarity scores between ad (image) and category (text) embeddings
corresponding to each of our ad categories. We applied the sigmoid
function to these scores and performed threshold calibration on a
validation set to determine optimal thresholds per category. We find
GPT 4o-mini outperforms CLIP on IAA and classification metrics
(Table 3, 10 in Appendix).

Second, we assess the role of taxonomy keywords by prompting
GPT 4o-mini with and without them. The keyword based prompt
yields substantially higher agreement with human labels (Table 3).
Third, we compare GPT 4o mini with GPT 4o. Using identical
prompts, both show similar agreement, with mini slightly out-
performing. This suggests model size has limited impact in zero
or few shot settings, and GPT 4o mini suffices for automated ad
classification.

Table 3: Krippendorff’s Alpha agreement scores between human and
LLM labels for each problematic category in manually annotated
ad pool. Asterisk (*) represents substantial agreement (>0.61) and
meaningful inference can be drawn.

Label CLIP GPT-4o-mini GPT-4o

No Keywords Keywords

Political and Socially Sensitive Topics 0.09 0.61* 0.78* 0.78*
Deceptive Claims and Exaggerated Benefits -0.01 0.51 0.65* 0.69*
Regulations 0.02 0.45 0.79* 0.72*
Inappropriate or Offensive Content 0.14 0.39 0.63* 0.70*
Dark Patterns and Manipulative Design 0.12 0.54 0.72* 0.70*
User Experience Disruption -0.03 0.17 0.80* 0.68*
Binary Classification 0.17 0.44 0.79* 0.75*
Overall Agreement 0.09 0.39 0.74* 0.69*

The GPT-4o-mini model achieved a precision of 0.88, indicat-
ing it accurately identifies relevant ads with relatively few false
positives, and a recall of 0.84, suggesting it misses some true pos-
itives. The resulting F1 score of 0.86 reflects a balance between
these metrics, highlighting fair performance overall (see Table 9
in Appendix). These results suggest that the LLM is capable of
providing reasonable annotations. Krippendorff’s alpha score of
0.74 corroborates these findings, demonstrating substantial agree-
ment with the ground truth. This also establishes the efficacy of our
keyword-based taxonomy that helps us to achieve such significant
agreement between human and LLM labels.

Misclassifications stem from several factors. LLMs often over
flag ads as inappropriate, for example open bars as alcohol related,
fashion ads with women as sexually suggestive, or horror movie
posters as offensive. These patterns suggest a lack of common sense
reasoning, where human annotators outperform LLMs. For instance,
a 4.5% CD interest rate ad from American Express would be seen
as normal by a human but flagged as deceptive by the model. LLMs
also face challenges in multi-label classification, sometimes iden-
tifying one correct category but missing others. To address these
shortcomings, integrating web search for contextual grounding and
fine-tuning with high-quality datasets are promising solutions.
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Takeaway 1: GPT-4o-mini, when prompted with keyword
based taxonomy, is effective at identifying problematic
advertisements. Traditional CV/NLP approaches are in-
effective, and superior models (GPT-4o) achieve similar
performance for the task of zero shot ad classification.
With the advent of In-browser LLMs, this finding increases
the risk of profiling ABP users by monitoring ad content.

7 Evaluation
7.1 Prevalence of Problematic ads
In this section, we analyze the results obtained from the crawls,
examining the prevalence of problematic ads between AccAds and
Control groups. The two groups are internally compared as well to
understand the effect of demographics on the problematic content
under each configuration. To assess the statistical significance of our
findings, we employ Z-test statistics for proportions [38], since it is
particularly suited for data with binary outcomes (problematic/non-
problematic). This method allows us to compare the proportions of
problematic labels present in the ad content.

Figure 3 illustrates the number of problematic ads for each label,
derived from the ground truth generated during the annotation
phase. The ground truth for each ad is constructed by including
all labels that appear at least twice in the annotations provided
by the expert annotators for that ad. Given the high IAA scores,
agreement by two annotators on a single label is deemed sufficient
to include it in the ground truth. This ensures a reliable and robust
representation of problematic labels within the dataset.

7.1.1 Control vs AccAds Case. We compare Control and AccAds
groups across all four scenarios to study the impact of the Ac-
ceptable Ads Standard (AAS) and its allowlist on the ad content.
We find a significant increase in problematic ads in the AccAds
group across all scenarios except for German ads, which show a
non-significant increase of 5.3%. The increase in the German ads
pool can be attributed to a higher number of Deceptive claims and
Political ads.

Table 4: Statistical difference in the prevalence of problematic ads
between different scenarios within each group. The ratio of problem-
atic ads present is represented in column two against each scenario.
Symbols: +(-) indicates increase(decrease) in problematic ads from
Control to AccAds group. Asterisks (*) indicate statistical signifi-
cance (p<0.05)

Scenarios Problematic Ads Ratio % difference
Control AccAds

US 0.23 0.40 +17.61*
Germany 0.34 0.39 +5.30
over-18 0.35 0.44 +9.62*
under-18 0.26 0.47 +21.84*

For US ads, we observe a steep increase of 17.61% in problematic
content from the Control to the AccAds group. This is primarily

driven by Dark patterns and Regulatory violations. In the under-
18 ad pool, the increase is even higher at 21.84%, largely due to
Political ads and Dark patterns. For the over-18 ad pool, we find
an 9.62% increase in problematic content, driven by a high preva-
lence of Political ads in the AccAds group, despite a lower level of
User experience disruption. Overall, there is a 13.6% increase in the
number of problematic ads for the AccAds group. This confirms
Edelman’s adverse selection theory [89], that Acceptable Ads stan-
dard is not analogous to good ad content and rather promotes more
problematic content. It also contradicts ABP’s claim to support
non-intrusive and non-annoying advertising.

Takeaway 2: Acceptable Ads are significantly more prob-
lematic than Control group ads in all scenarios, except in
Germany, where the increase was 5.30% (p>0.05). On aver-
age, there is a significant 13.6% rise in problematic ads, with
every category contributing to the increase-—challenging
ABP’s claim of non-intrusive advertising and highlighting
the heightened privacy cost for its users.

7.1.2 Control Case. In the Control group, we examine significant
changes in problematic content across two scenarios: UnAuth-US vs.
UnAuth-Germany and over-18 vs. under-18. These comparisons help
us understand the influence of geography and age on problematic
content under non-ABP conditions.

We observe a statistically significant 10.96% increase in problem-
atic ads for Germany compared to the US (refer to Table 5). This rise
is primarily driven by a higher prevalence of Dark patterns in Ger-
man ads, despite their comparatively lower levels of user experience
disruption. Additionally, problematic ads shown to users over 18
years of age exhibit a statistically significant 18.19% increase com-
pared to those shown to younger audiences (excluding regulatory
violations). Regulatory violations are excluded in this comparison
as they apply only to under-18 ads and could overshadow other
categories. The increase in problematic content for over-18 ads is
mainly attributed to dark patterns and user experience disruptions,
while the under-18 ad pool has more deceptive claims. Furthermore,
8.5% of under-18 ads constitute regulatory violations, including
ads for dating sites and cannabis products, indicating inefficient
content moderation for this demography.

7.1.3 AccAds Case. For the AccAds group, we perform the same
comparisons:UnAuth-US vs. UnAuth-Germany and over-18 vs. under-
18. For both demographics, the change in the proportion of problem-
atic ads is insignificant. We observe a counterbalancing of higher
Deceptive claims and Dark patterns in German ads with higher
Regulatory violations and User experience disruptions in the US
ads. Notably, 10.67% of under-18 ads in this scenario constitute reg-
ulatory violations. For age groups, the increase in User experience
disruptions is counterbalanced by a decline in Deceptive claims for
adult users. Similar to the Control group, regulatory violations are
excluded to avoid overshadowing other categories.
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Figure 3: Prevalence of problematic ad labels across four scenarios for both Control and AccAds groups. The analysis highlights a clear increase
in problematic content in the AccAds group compared to the Control group. Certain labels have zero frequency due to the limited size of the ad
pool. Notably, the over-18 scenario shows zero frequency for Regulations, as advertisers are permitted to display such ads to this demographic.
Abbreviations: DPMD - Dark Patterns and Manipulative Design, PST - Political and Socially Sensitive Topics, DCB - Deceptive Claims and
Exaggerated Benefits, REG - Regulations, IOC - Inappropriate or Offensive Content, UED - User Experience Disruption.

Takeaway 3: Control group ads are significantly problem-
atic for German(/adult) users compared to US(/under-age),
while no significant demographic trend can be observed
for Acceptable Ads. Since Acceptable Ads are proportion-
ally more problematic, this observation suggests that other
demographic vectors cease to make an observable impact
under the presence of allowlisted ad exchanges.

Table 5: Statistical difference in the prevalence of problematic ads
between different scenarios within each group. The ratio of problem-
atic ads present is represented in column two against each scenario.
Symbols: # - Including Regulations6. It has been compared separately.
Plus (+) - indicates an increase in problematic ads from US/under-18
to Germany/over-18 scenarios. Asterisks (*) - indicate statistical sig-
nificance (p<0.05)

Group Problematic Ads Ratio % difference

Control US: 0.23 +10.96*
Germany: 0.34

Control under-18: 0.26 (0.24#) +18.19*
over-18: 0.44

AccAds US: 0.40 -1.35
Germany: 0.39

AccAds under-18: 0.50 (0.47#) 0.00
over-18: 0.50

7.1.4 Ad Clutter. As discussed in Section 1, ad clutter is a major
source of user dissatisfaction. The Acceptable Ads Standard speci-
fies that ads visible in the browser window upon page load must
not collectively occupy more than 15% of the visible portion of the
webpage. For ads placed lower on the page, this limit increases to
25%. To expand this analysis, we also calculate the number of ads
rendered per page, as shown in Figure 4. Our findings indicate that

Figure 4: Plot showing ad clutter in Control and AccAds groups
within theUnAuthenticated andAuthenticated scenarios. Bothmean
and median are consistently lower for the AccAds group compared
to the Control group suggesting lower ad clutter.

6Regulations were removed while comparing over-18 and under-18 as over-18 scenario
doesn’t contain that label and it would skew the overall results for under-18 if included.
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the median and mean for average ads shown are consistently less
for the AccAds group compared to the Control group (for each
scenario), suggesting better compliance with the Acceptable Ads
aesthetic guidelines. Additionally, within each group, the average
ad clutter remains largely consistent across different scenarios, in-
cluding the US, Germany, under-18, and over-18 categories. This
consistency highlights the minimal impact of crawling location or
configuration on average ad clutter levels.

7.2 Exchange Analysis
In the presence of ABP, we observe three effects onwebsites: new ad
exchanges appear (added), some are removed (blocked), and others
persist (remaining). The rise in problematic ads under Acceptable
Ads, contrary to ABP’s claim of showing only non-intrusive and
non-annoying ads, raises several concerns. Do the added exchanges
contribute to this increase, suggesting a biased selection by the
AccAds allowlist maintainers? Or does the allowlist fail to include
benign exchanges that served non-problematic ads? For the remain-
ing exchanges, do they unintentionally degrade their ads under
AccAds, potentially enabling fingerprinting of ABP users?

To address these questions, we require deeper insights into ex-
change behavior at the network level. We conduct mediation anal-
ysis followed by a per-exchange study to examine the effects of ad
exchanges in the AccAds versus Control cases. For clarity, we use
the term ad exchanges to refer to both real-time bidding endpoints
and ad display networks.

7.2.1 Mediation Analysis. We investigate whether the treatment
condition (AccAds) influences the problematic ads ratio through
its effect on the number of ad exchanges that are added, blocked,
or remaining. To do this, we apply mediation analysis, which tests
whether the direct impact of an independent variable (the treat-
ment condition) on a dependent variable (problematic ads ratio)
diminishes when a mediator (ad exchange churn) is included. A
reduction would imply that the treatment affects the ratio indirectly
via its influence on churn. To gather problematic ad ratios, we visit
1,000 random sites from our website pool under both treatment
(AccAds with ABP) and control (no ABP) conditions, labeling ads
as problematic or not using our validated GPT-4o-mini model. To
measure churn, we first establish a baseline set of exchanges per
website by crawling with a fresh control browser and extracting
all fetch request URLs—likely indicators of exchange communica-
tion. We then repeat this process for both conditions and compute
churn via simple set operations. Finally, we perform the mediation
analysis and present the results.

Our findings show significant effects of treatment condition on
the number of added, blocked, and remaining exchanges. Specifically,
in the presence of ABP, there was a significant increase of 2.74 added
exchanges, significant increase in the number of exchanges blocked
(8.71), and a significant average decrease of 14.48 in exchanges
remaining. This confirms that new ad exchanges get allowlisted
in the presence of ABP through Acceptable Ads allowlist, while a
significant number of ad exchanges get blocked, thus reducing the
number of remaining ad exchanges. Although change in the num-
ber of exchanges blocked or remaining had no significant effect on
the ratio of problematic ads, surprisingly, we find that an increase
in the number of added exchanges significantly reduces the ratio of

problematic ads. In other words, the increase in added exchanges
influenced by the presence of ABP, in fact, slightly, yet significantly,
reduces the ratio of problematic ads by a log odds ratio of 0.015.
Crucially, we find, regardless of mediation, the treatment condition
exerts a direct significant and positive effect on the problematic ad
ratio—echoing our results from Section 7.1 and also demonstrating
the effectiveness of the GPT-4o-mini model in identifying prob-
lematic ads. To understand this phenomenon further, we explain a
pathway of this direct effect in the next section.

7.2.2 Per Exchange Analysis. Findings from our mediation analysis
imply that the churn of ad exchanges is not responsible for the
increase in the ratio of problematic ads; rather, they highlight the
possibility of another pathway through which the presence of ABP
influences the ratio of problematic ads. In this section, we analyze
whether the remaining allowlisted ad exchanges have a differential
effect, in regard to serving problematic ads, in the presence of
ABP. We operationalize this analysis by testing whether the ratio of
problematic ads served by each ad exchange across all websites vary
significantly in different treatment conditions. To this end, we first
identify the 12 allowlisted ad exchanges that most frequently appear
in our prior analysis and compute the ratio of problematic ads each
served in both treatment and control conditions. We compare the
ratios of problematic ads in the control condition versus the ABP
condition using a t-test. This approach is designed to determine
whether the presence of ABP significantly affects the proportion of
problematic ads served by an exchange.

Figure 5: Problematic ads ratios for each exchange showing a general
trend of increase in the AccAds case. The distribution curve is also
shown at the bottom, indicating a significant shift in the problematic
ads for AccAds case across all exchanges on average.

We find that most of the ad exchanges show a significant in-
crease in their problematic ratio in the presence of ABP (see Figure
5). Specifically, we see a significant 34% increase in the problematic
ad ratios from control (0.49) to treatment (0.67). This finding sug-
gests a differential treatment towards ABP users by ad exchanges.
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This is specifically alarming since these ad exchanges are allowlisted
to serve non-intrusive ads, yet they undermine the Acceptable Ads
program by showing a higher ratio of problematic ads under condi-
tions where only Acceptable Ads are shown, negatively affecting
privacy-aware users. This behavior also exposes these users to an
increased risk of fingerprinting and targeted advertising.

Takeaway 4: While new ad exchanges added by the Ac-
ceptable Ads allowlist decrease problematic ad ratios on
websites, ad exchanges that do not get blocked increase it.
This shows that ad exchanges inadvertently differentially
treat ABP users to show them problematic ads–nullifying
the claim for non-intrusive and non-annoying advertise-
ments and making ABP users susceptible to fingerprinting,
tracking and poor web experience.

8 Summary
In this study, we developed a keyword-based taxonomy for identi-
fying problematic ads accounting for the perspectives of all stake-
holders in the ad ecosystem such as advertisers, publishers, users,
etc. Using this taxonomy as prompt, we addressed the challenge
of automated detection of problematic ads by leveraging OpenAI’s
GPT-4o-mini model and achieving a Krippendorff alpha agreement
score of 0.79 for binary classification and 0.74 for multi-label classifi-
cation, indicating strong alignment with expert human annotators.

We manually annotated 1,200 ads collected from user profiles
in the US and Germany, covering both under-18 and over-18 age
groups. Overall, 35.87% of the ads were found to be problematic.
Notably, 9.57% of ads shown to underage users violated regulations,
highlighting the failure of ad exchanges to safeguard younger audi-
ences. Alarmingly, Acceptable Ads were 13.6% more problematic
than regular ones. We also examined how ad exchanges’ behav-
ior changes under Acceptable Ads and found that newly added
exchanges or networks reduced the prevalence of problematic ads,
while existing ones increased it, revealing uneven compliance across
the ecosystem.

9 Conclusion and Discussion
Conclusion. By establishing the effectiveness of LLMs in detect-

ing problematic content, we highlight the risks privacy-aware users
face from adversaries who can profile them using in-browser LLMs.
The higher prevalence of problematic ads in Acceptable Ads under-
scores a critical issue: While programs like Acceptable Ads aim to
balance user and advertiser interests by permitting less disruptive
ads, their standards often fall short of addressing user concerns
comprehensively. The misleading nomenclature of terms like "ac-
ceptable" or "better" ads creates a perception of enhanced user
experience, which is not fully realized.

Moreover, the differential treatment of adblock users by ad ex-
changes or display networks highlight another important issue -
privacy aware users are worse off when they try to enhance their
privacy, often leading them to be more exposed towards targeting
and fingerprinting. These concerns raise an important question for
the privacy research community: are the tools designed to protect

user privacy truly effective, or do they introduce new vulnera-
bilities in the process, essentially raising the cost of privacy for
privacy-aware users?

Limitations. Measuring fraud and scam content poses signifi-
cant challenges in automating its detection using ad creatives and
landing pages. While different studies [51, 64, 111, 138, 146] have
tried to measure fraud and scams on the network, they often rely
on signature-based or anomaly-based detection that involves us-
ing pre-existing lists of malicious advertisers and associating them
with fraudulent behaviors in the past [83, 157]. Investigating the
legitimacy of the products advertised makes this category hard for
any ML classifier to automate, as it is usually carried out by analyz-
ing public forums and user reviews where real users verify their
legitimacy [72, 86, 95, 129]. Additionally, our crawling framework’s
focus on affluent Western democracies like the US and Germany
may not capture the global scope of problematic advertising. Less
affluent regions, with varying regulations and economic incentives,
could face a higher prevalence of problematic ads [8], suggesting
our findings may underestimate issues at the global level.

Differential Treatment. Despite the possibility of various con-
founding factors within the ad ecosystem such as the value of
the user profile, tracked information of the user, etc., individual
exchange analysis revealing a consistent pattern where most ad
exchanges were found to be increasing the prevalence of prob-
lematic ads on websites raises serious questions. Do ad exchanges
detect the presence of these privacy-preserving extensions and in-
tentionally target their users with problematic content? Or does
blocking trackers degrade the value of the user profile, resulting in
problematic ads with cheaper bids making their way to the user?
The former signifies the differential treatment of adblocker users
at the exchange level, which aligns with similar observations on
Youtube and Twitch, suggesting the degradation of user experience
for adblocker users to nudge them towards disabling adblocker. The
latter is a more innocuous effect of blocking trackers, resulting in
less information about the user and leading to poor ad quality.

While it’s hard to comment concretely on either of them, this
additional information opens up new avenues for fingerprinting
privacy-aware users, compromising their privacy, and making them
vulnerable to attack. This is also corroborated by previous find-
ings [93, 104, 105] that show the adverse effect of fingerprinting
filter lists on privacy-aware users.

Content Moderation. The possibility of putting privacy-aware
users at risk makes it more eminent for modern-day adblockers
to innovate their filtering process in order to improve user experi-
ence and privacy, along with allowing non-intrusive advertising.
LLM-assisted detection of problematic content provides them with
a unique way to monitor ad exchanges that repeatedly render prob-
lematic ads at scale, block them, and replace them with more be-
nign ad exchanges in the allowlist. With the advent of In-browser
LLMs [37] and efficient smaller models, our study puts privacy-
preserving browsers like Adblock Browser, Brave, Mozilla, etc. in a
unique position where they can innovate filtering and show actual
“Acceptable” ads to users. This would also motivate ad exchanges
to increase content moderation on their respective platforms to
remain profitable and contribute positively to the ad ecosystem.
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A Taxonomy: Term Analysis and Clustering
This section provides a snippet of how the outputs from the term
and clustering analysis were arranged. Each term is assigned a
maximum cosine similarity score based on its contextual relevance
across document sections. Terms are categorized into clusters with
assignments of either Accepted or Rejected, and a rationale is pro-
vided to explain the decision.

Table 6 demonstrates this process. For example, terms such as pri-
vacy and tracking received high similarity scores, indicating strong
contextual relevance to categories like data privacy. Conversely,
terms like greenwashing were initially Rejected due to their low
contextual relevance (similarity score of 0.14). However, through
manual analysis, the term greenwashing was later added to the
taxonomy when environmental claims were included as a relevant
subcategory.

The iterative refinement of the taxonomy highlights the impor-
tance of both automated methods and manual analysis in ensuring
comprehensive coverage. While terms with low scores like green-
washing were initially excluded, manual review identified their
importance in the context of environmental claims, leading to their
inclusion in the final taxonomy.

Table 7 shows the complete taxonomy with categories, defini-
tion, keywords and the negative nad positive examples. Positive
examples represent the problematic that would classifies in this cat-
egory and negative examples represent the benign ads that could be
confused with this category. This taxonomy is used in the prompt
(refer to Figure 6) as well.

B Prompt Engineering
We prompt the LLM with numerous prompts with varied modifica-
tions to arrive at the final prompt. The LLM was asked to provide
explanations for each of the classifications which helped us to rea-
son about the misclassifications and change the prompt accordingly.
The temperature was set to 0 to avoid variable result. The LLM
outputs were generated three times to check for variation in the
result but none were found.

The prompt used is shown in Figure 6.
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Table 6: Snippet of term analysis and clustering results.

Term Max Cosine Similarity Cluster Assignment Reason
privacy 0.82 Accepted Strongly associated with privacy con-

cerns and tracking issues.
tracking 0.79 Accepted Frequently appears in discussions about

data privacy and behavioral targeting.
misleading 0.75 Accepted Central to categories like health claims

and financial fraud.
cookies 0.70 Accepted Relevant to tracking and data collection

themes.
deceptive 0.67 Accepted Key term in identifying manipulative

ads and misleading content.
sustainability 0.15 Rejected Low similarity with other terms; un-

clear contextual relevance.
clickbait 0.61 Accepted Related to dark patterns and manipula-

tive design practices.
greenwashing 0.14 Rejected Rarely linked to other terms; requires

refinement or additional evidence.
subscriptions 0.68 Accepted Strongly tied to fraudulent schemes like

subscription fraud.
explicit 0.52 Accepted Frequently linked to inappropriate or

offensive content.
... ... ... ...
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LLM Prompt for Ad Classification

messages = [{
{"role": "user",

"content": [{
{"type": "text",

"text": """Analyze the attached ad and determine if it is problematic or non-problematic strictly based on the
taxonomy. If problematic, return the category title you find it to be belonging to as the key value. Otherwise return an
empty string as the key value. Analyse all possible sub ad images present as well."""

}, {
"type": "text",

"text": f"{ocr_text}"
}, {
"type": "image_url",

"image_url": {
"url": f"data:image/png;base64,{base64_image}"

}
}

]}, {
"role": "system",

"content": """You are an expert in evaluating online display advertisements based on a taxonomy derived from ad exchange
policies and user perception studies. Analyze the provided advertisement screenshot to determine if it is problematic, strictly
using the provided taxonomy. For the ad images, you should also identify advertiser information. For Taboola and Outbrain
ads, consider the advertiser as the publisher’s name.

##
The text present (OCR output) in the ad creative is also provided as an additional input for processing and identifying

any problematic behaviour.
##
The taxonomy includes a title, definition, keywords, and notes for each category. Strictly use the definitions, keywords,

and notes as primary guides. The keywords are exhaustive and represent the themes covered in each category.
##
Be conservative in your classification: Only classify if the ad clearly and confidently fits a category. If in doubt,

classify it as non-problematic.
##
Since it is a multi-label classification, multiple categories can be chosen. Return a JSON object with the following

structure:
1. A categories key containing a list of applicable categories. If non-problematic, return an empty list as the value.
2. An explanations key providing a rationale for each identified category. Include detailed reasoning for each flagged

category.
3. An advertiser key containing the brand name identified in the ad image. If multiple ads exist, report ’multiple

advertisers’. If no advertiser identification is possible or no subtitle is present, report *None* in the value.
##
For screenshots with multiple ads, return the superset of categories covering all ads.
###
Taxonomy:
1. Regulations

Definition: Ads deemed inappropriate for younger audiences (Below 18 years) due to product or content nature.
Keywords: sexually suggestive, Cannabinoids, alcohol, gambling/sweepstakes, cosmetic interventions, hazardous goods,

drug use, Weight-reduction regimes or establishments, Lottery, E-Cigarettes, Prescription-only medicines, Dating sites
#
Note:

- Classify only if clear evidence like explicit exposure, provocative poses, or overtly suggestive context exists;
avoid bias towards modeling images.

- Sexually suggestive ads should be classified into both Regulations and Inappropriate or Offensive Content if the
content is derogatory or explicit.

##
Other categories mentioned in a similar fashion ...
"""

} ]
}]

Figure 6: Prompt used for LLM evaluation of advertisements
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Table 7: The taxonomy for identifying and classifying problematic ads on the web is structured into four key columns: Category (Broad themes
identified in the literature), Definitions, Set of Keywords (to aid in classification), and Positive/Negative Examples (to clarify the types of ads
included in each category). Certain categories are further divided into subcategories to enhance clarity and broaden the scope of classification,
ensuring a more nuanced understanding of problematic ad content.

Category Definition Keywords Examples

Regulations Age-Based (Inappropriate for
below 18 audiences) - Ads
targeting or featuring content
deemed inappropriate for
younger audiences or sensitive
groups due to the nature of the
product or service.

sexually suggestive, Cannabinoids, alco-
hol, gambling/sweepstakes, cosmetic in-
terventions, hazardous goods, drug use,
Weight-reduction regimes or establish-
ments, Lottery, E-Cigarettes, Prescription-
only medicines, Dating sites

Positive: Ads promoting alcohol, gam-
bling, or cosmetic surgery services, es-
pecially if displayed on platforms acces-
sible to minors.
Negative: Ads for non-alcoholic beer
branded for a general audience.

Geographical (might be offen-
sive in certain geographies) -
Ads targeting or featuring con-
tent deemed inappropriate for
specific demographies due to lo-
cal laws and regulations

pharmaceuticals, prescription drugs, to-
bacco, weapons, explosives, illegal products,
non-compliant content

Positive: Ads for prescription drugs are
displayed in countries where such ads
are illegal
Negative: Ads for over-the-counter
medicines that comply with local adver-
tising laws

Inappropriate
or Offensive
Content

Ads containing language, visu-
als, or themes that may be of-
fensive, graphic, or disrespect-
ful towards certain individuals
or communities

Sexually explicit, offensive language, vio-
lent acts, hate speech, hookup, graphic im-
ages, racially insensitive, conspiracy the-
ories, disrespectful religious/sacred con-
tent/profanity, trafficking, social issues,
hacking

Positive: Ads using racial stereotypes or
derogatory language targeting specific
communities.
Negative: Ads that are not targeted at
specific communities or individuals.
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Category Definition Keywords Examples

Deceptive
Claims and
Exaggerated
Benefits

Health Claims - Ads that make
unverified or exaggerated
health claims about a product’s
or service’s effectiveness,
often intending to mislead the
consumer

No disclosure, Reasons for conditions, mir-
acle cure, weight loss, scientifically proven,
Dietary supplements, cosmetic beauty treat-
ments, mental health services, false vaccine
information, cheap substitutes

Positive: Ads claiming "miracle cure for
diabetes" without evidence
Negative: Ads stating "may help reduce
symptoms" with disclosures

Financial Claims - Ads that
make unverified or exaggerated
financial claims about a prod-
uct’s or service’s effectiveness,
often intending to mislead the
consumer

get rich quick, financial freedom, invest-
ment returns, guaranteed profits, False Tax
Promises, Crypto Gain Misrepresentation,
debt relief

Positive: Ads claiming "get rich quick"
with no supporting evidence
Negative: Ads for financial serviceswith
clear disclosures like "results may vary"

Environmental and ethi-
cal claims - Ads that make
unverified or exaggerated
environmental claims about a
product’s or service’s effective-
ness, often intending to mislead
the consumer

No disclosure, greenwashing (eco-friendly,
sustainable, green product, carbon-neutral,
environmentally safe), eco-friendly, ethical
sourcing, organic, waste reduction claims

Positive: Ads claiming "100% sustain-
able" without verification
Negative: Ads mentioning "supports
sustainability efforts" with clear disclo-
sures

Other Impossible claims - Ads
that make unverified or exag-
gerated claims about a prod-
uct’s or service’s effectiveness,
often intending to mislead the
consumer that doesn’t fall in the
above categories

overpromising, instant results, transform
your life, best in the world/market, one-of-
a-kind, never-before-seen, guaranteed satis-
faction, exclusive deal, legal claims

Positive: Ads promoting a product as
"the only one of its kind" without cred-
ible proof. Claims of "100% customer
satisfaction" without valid supporting
data
Negative: Claims may be permissible if
supported by verifiable evidence, appro-
priate disclosures, or regulatory/legal
endorsements

Dark patterns
and manipula-
tive design

Ads that use deceptive design
techniques to manipulate user
behavior, such as clicking, sub-
scribing, or sharing information
unintentionally

clickbait, social engineering, scarcity tac-
tics, confirmshaming, countdown timers,
fake buttons, sensationalism, fake testimo-
nials, fake celebrity endorsements, urgency,
last chance, your data is at risk, fear tactics,
emergency, danger, don’t miss out, Incom-
plete sentences using . . .

Positive: Ads with countdown timers
suggesting artificial urgency to push
users into impulsive purchases
Negative: Ads using urgency (e.g., "Lim-
ited time only!") but labeled as promo-
tional content.

User Experi-
enceDisruption

Ads that degrade the user expe-
rience by being overly intrusive,
annoying, or difficult to navi-
gate

annoying, intrusive (revealing locations),
auto-playing video, difficult-to-close pop-
ups, disruptive ad formats, ad loading speed,
unclear labeling of sponsored content. Ad
quality (image), No Advertiser Information
(text/image) - for context

Positive: Ads that automatically play
sound or video, interrupt user activity
Negative: Ads with easily muted videos
that don’t hinder browsing

Fraud and Scam
Content

Ads promoting fraudulent
schemes or products, often
aimed at financially exploiting
or deceiving users

subscription fraud, fake certificates, coun-
terfeit currency, fake review manipulation,
scam behavior, crypto scams, brand imper-
sonation, unauthorized use, copyright vio-
lation, stolen images, Repetitive images

Positive: Ads offering “certificates” or
“licenses” with no valid accreditation or
proof of authenticity
Negative: Ads for legitimate online
courses offering verifiable certificates

Political Con-
tent and
Propaganda

Ads related to political topics
that could polarize or manipu-
late public opinion, especially
during sensitive times like elec-
tions

No disclosure (endorsements), election cam-
paigns, fake endorsements, fake news, pro-
paganda (climate change, LGBTQ rights,
racial justice, religious freedom, abortion,
immigration policy), defaming candidates

Positive: Ads supporting specific polit-
ical candidates or parties, especially if
they use misinformation to sway opin-
ion
Negative: Public service announce-
ments or verified campaigns promoting
social awareness.
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C Threshold Calibration for CLIP Model
We calibrated the per-category thresholds using sigmoid-transformed
similarity scores, optimizing for precision (to reduce false positives).
Table 8 summarizes the optimal thresholds for each ad category
along with the corresponding precision scores.

Table 8: Threshold calibration for the CLIP baseline using precision
on sigmoid-transformed raw scores.

Label Optimal Threshold Precision

Dark Patterns and Manip-
ulative Design

0.57 0.3182

Deceptive claims and Exag-
gerated Benefits

0.57 0.2500

Inappropriate or Offensive
Content

0.57 0.2500

Non-Problematic 0.57 0.7143
Political and Socially Sen-
sitive Topics

0.56 0.1556

Regulations 0.56 0.0769
User Experience Disrup-
tion

0.58 1.0000

D Evaluation Metrics for LLM and CLIP Ad
Classification

We evaluated the performance of four models– GPT-4o (with key-
words), GPT-4o-mini (with and without keywords), and CLIP. Ta-
ble 9 summarizes the binary classification performance for prob-
lematic ad content detection across these four models. Table 10
presents the precision, recall, and F1-scores for each ad category
across these four models. These metrics show that LLM-based mod-
els like GPT-4o-mini with keywords outperform CLIP as well as
LLMs without keywords.

Table 9: Binary classification metrics for automated problematic ad
detection.

Model Precision Recall F1 Score

GPT-4o-mini (with key-
words)

0.88 0.84 0.86

GPT-4o (with keywords) 0.81 0.88 0.84
GPT-4o-mini (without key-
words)

0.57 0.82 0.67

CLIP 0.63 0.31 0.41
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Table 10: Evaluation Metrics for Ad Classification Models. For each category, precision (Prec.), recall (Rec.), and F1 score are reported for four
models: GPT-4o-mini (with keywords), GPT-4o (with keywords), GPT-4o-mini (without keywords), and CLIP.

Label GPT-4o-mini (with keywords) GPT-4o (with keywords) GPT-4o-mini (No keywords) CLIP

Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1
Dark Patterns and Manipulative Design 0.82 0.70 0.76 0.77 0.72 0.74 0.68 0.53 0.60 0.31 0.20 0.25
Deceptive claims and Exaggerated Benefits 0.75 0.63 0.68 0.67 0.80 0.73 0.46 0.80 0.58 0.40 0.04 0.08
Inappropriate or Offensive Content 0.50 0.88 0.64 0.58 0.88 0.70 0.30 0.60 0.40 0.50 0.09 0.15
Non-Problematic 0.92 0.94 0.93 0.93 0.89 0.91 0.88 0.69 0.77 0.66 0.89 0.76
Political and Socially Sensitive Topics 0.65 1.00 0.79 0.65 1.00 0.79 0.46 1.00 0.63 0.10 0.27 0.14
Regulations 0.74 0.87 0.80 0.63 0.87 0.73 0.44 0.52 0.48 0.09 0.11 0.10
User Experience Disruption 0.94 0.73 0.82 0.78 0.66 0.71 0.22 0.52 0.31 0.00 0.00 0.00
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